
Aggregation

Combination of
Observations

Gain information by
throwing away information

Earliest documented use
is 1635

Value of targeted
reduction or compression of data

Strong temptation
Select ONE observation
considered to be the BEST

Variations of Needle

Difference between
True North and Magnetic North

William Borough
in 1581

Gellibrand
Gresham college professor

Used the word meane in 1635

Late 16th century
Mean - officially recognized
as a method for combining observations

When was the word,
MEAN first used ?

When was the averaging first used,
in a practical setting ?

EARLY 1500's
To measure length of foot

428 BCE
Calculating length of ladder
using MODE

Take 16 observations
and take an average

1800's
used in Astronomy + Geodesy

Adolphe Quetelet

Average 
Man

Mid 1700's
Shape of Earth



Information Measurement

Information could be measured

Accuracy is related to
amount of data

Trial of Pyx

Abhraham de Moivre

1696-1727
Issac Newton
Master of the Mint

Variations of sums
did not increase proportionately
with the number of independent terms

Proportional to square- root of
number of independent terms

Averages of samples followed Gaussian
if the random variables are Binomially distributed

Pierre Simon Laplace

CLT

Average follow Gaussian
even when the individual obs
are not Gaussian

Fischer Information

Expected value of the
square of score function

If the probability of the 
data changes rapidly 
with theta, then this 
derivative of score 

function will be large -- 
the more information 
the data will likely be

Charles S Pierce

Correlation

Francis Edgeworth

Class of error distributions
that exhibited a paradox



Likelihood

Calibration of inferences
using probability

John Arbuthnot

Translated a probability piece
from Latin to English

Wrote An Argument
against Divine providence

Getting exact n/2
heads in n tosses is
exceedingly small for large n

Question should be about
approximately fair

Daniel Bernoulli

Surprising closeness of
planetary orbit planes

Cannot attribute to
random distribution

David Hume
Richard Price
Thomas Bayes

Laplace usage of
p- values

Simon Newcomb
Six bright stars
in one single small square

Fischer

1900
Likelihood theory

MLE and Standard Error
of the estimate can be found from
the likelihood function

Trouble with high- dimensional problems



Intercomparisions

Statistical comparisons
need not be made with an exterior standard

They can often be made
in terms of interior to data themselves

Path of discoveries

Galton
1875 

article

Edgeworth
1880

William 
Gosset
1908

Fischer
1925

Gosset implicitly
assumed independence of

sample mean and sample sd

Statistical Significance
Need not be

Scientific Significance

No Proof that
Gosset used the "t" distribution

Fischer

Statistical Methods for
Research workers

Expanded Gosset's idea to
multiple samples

ANOVA

Tukey's 
Jackknife

1950

Efron's
Bootstrap

1970
G. Udyn YuleNonsense correlations

between time- series



Regression

Darwin's Rule of Three

Francis Galton

Systematically biased

Errors may be
quite large

D
arw

in's Cousin

Regression

Rule of Three works when
variables are perfectly correlated

a/b = c/d

1885

Origin of Species

1859

Half of 
Century of 

Enlightement
(1885-1935)

Darwin's
Predicament

Reconcile 
population 

stability over 
short term scales 
with diversity in 

the long run

Why doesn't the variance
explode over many generations ?

Quincux
and its Evolution

1889
1877 1873

Regression towards
mean

Solving Darwin Puzzle

Developments

Bayesian 
Inference

Shrinkage
Estimation

Causal
Inference

Analyzing data 
via bivariate 

normal 
distributions



Design of Experiments

Role of Randomization

Essential Role of planning of
Observations

Fischer

Multifactor Designs

Additive effects
+

Interactive effects

Required only
Spherical Symmetry

Charles PierceSample being random
made inference possible

Normality and Independence are not
necessary conditions

Jerzy NeymanTheory of Random Sampling

French LotteryEarliest Scientifically
Random experiment



Residual

How all ideas can be
used in exploring and comparing

competing explanations in Science?

LaplaceUsed Residuals to
refute a theory on Solar System

FisherUse of parametric models

Neyman- Pearson Lemma

Karl PearsonMultiple testing via
Chi- squared test

David Cox

Partial Likelihood methods

Base model could be nonparametric
the additional model needs to be parametric

Diagnostics

Logic of comparison
of complex models


